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AbstratBayesian lassi�ation of inoming emails is the basis of most modern Spam�lters. This is a highly suessful approah, in part beause eah �lter learnsthe requirements of the individual user. Having to attak many di�erent �ltersmakes the Spammers' job harder.This projet models the behaviour of general lassi�ers to determine by howmuh their performane an be improved by the addition of email-spei� rules.Spei�ally a Whitelist of email addresses from whom reeiving Spam is unlikely.Naive Bayes, Markovian and Hyperspae lassi�ers are tested and analysed.
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Chapter 1IntrodutionThis projet uses two separate Bayesian Proesses:1. Two Bayesian, as well as one non-Bayesian, lassi�ers.2. A Bayesian Inferene Network whih uses probabilities derived by runningthe lassi�ers against a orpus of email.Bayesian lassi�ers work by ounting the numbers of tokens in sets of data whihhave already been lassi�ed. The numbers of eah token in the set determinesthe extent that the presene of that token implies membership of the set. Newdata is lassi�ed on the basis of the numbers of known tokens ontained withinit. Spam �ltering is a spei� example of the lassi�ation problem. An adap-tive Spam �lter lassi�es emails into the ategories of Spam and Non-Spam andupdates its lists of tokens on the basis of user input. The �lter an be updatedwhen an inorret lassi�ation ours or when a lassi�ation is impliitly on-�rmed by the user deleting an email lassi�ed as Non-Spam and not marking itas Spam.Naive Bayes operates on the level of individual words and take no aountof the spei� struture of email data. This is quite e�etive, but the additionof an email-spei� heuristi may improve performane further.For instane many email lient appliations maintain a list email addressesto whih mail has been sent by the user. This an be used as a Whitelist - alist of trusted soures who are unlikely to send Spam.Email reently (Jan-Mar 2007) reeived by a single email aount data isbeen analysed to determine how muh of it is Spam. Three lassi�ers are trainedon a subset of this data and then used to lassify the remainder. The email datawas also heked to see how muh was from known addresses.
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Chapter 2BakgroundThe use of Bayesian lassi�ation on this problem was suggested in [Graham (2002)℄and further elaborated on in [Graham (2003)℄. Other researhers have exploredthe problem with generally positive results (see [Mano (2002)℄, [Meyer (2004)℄,[Oda (2003)℄ and [Pelletier (2004)℄).Spam �ltering is an arms rae between the designers of the �lters and thedesigners of the Spam. Filter e�etiveness delines as Spam is reated to attakit. For instane, �lter poisoning ours by sending Spam with many attributesof Non-Spam. As these emails are �agged as Spam by the user the �lter learnsto assoiate these attributes with Spam.CRM114 is a system for lassifying data. It inludes a language whih anbe used to apply spei� rules (Regular Expressions). Three lassi�ers alreadyimplemented in this language are:1. Naive Bayes.Whih uses single works as tokens.2. Markovian.Whih uses hains of up to �ve words as tokens.3. Hyperspae.A Non-Bayesian lassi�er whih uses the k -Nearest Neighbours, whosepositions are plotted in a hyperube, to determine the lassi�ation ofnew data.More detailed desriptions of these and other lassi�ers an be found in [Yerazunis (2006)℄whih is available from the CRM114 website [CRM114℄.
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Chapter 3DetailsThis projet uses data reeived by a single email aount. Only reent emailis used to train and test the lassi�ers. Training and testing is performed onindividual emails. This proess mirrors the normal experiene of �lter in thewild.Statistis are available on how many distintive features the Bayesian las-si�ers identi�ed in the email orpus.A Whitelist of email addresses to whih mail has been sent from the aountis available. The email data is analysed to determine how many emails, of eahtype, were reeived from addresses on the Whitelist.This email lassi�ation system is modelled using a Bayesian Inferene Net-work. The hanges in the probability of an inoming email being Spam orNon-Spam, depending on the deision of a lassi�er and whether or not thesender was on the Whitelist, are reorded.3.1 SoftwareThis projet uses the following software:Thunderbird (version 1.5.0.10 20070306) Email Client. The soure of theemail data. Thunderbird stores emails in MBOX format. [Thinderbird 1.5℄IMAPSize (version 0.3.6) Tool to manage IMAP email aounts. Used in thisprojet to onvert emails from MBOX to EML format. This gives anindividual text �le for eah email. [IMAPSize℄BASH Sripts Written and run under Kubuntu Linux v6.10. Copies of thesripts used are available from www.ahernp.om/dos/s5205.zipCRM114 (version BlameDalkey 20061103) Classi�er system and language.[CRM114℄GeNIe (version 2.0.2561.0 20070105) Tool for building Bayesian inferene net-works graphially. [GeNIe 2.0℄
3



Paul Ahern 87227070 CHAPTER 3. DETAILS3.2 Test DataThe test data onsists of 1,370 emails from a single email aount. These weremanually divided into four lasses:
• training Spam (72 emails)
• training Non-Spam (62 emails)
• testing Spam (1,107 emails)
• testing Non-Spam (129 emails)There are a total of 1,179 Spam and 191 Non-Spam emails in the data. Thismeans that the prior probability of an email being Spam is 86.1% and theprobability of it being Non-Spam is 13.9%.The emails were heked to see whih had been sent from known addresses.None of the Spam emails were from known addresses. 167 of the 191 Non-spam emails were from known addresses. This means that the probability of aNon-Spam email being from a known address is 87.4%.The training data was used to train the Naive Bayesian Classi�er. Thetesting data to test it.The emails used for training were reeived prior to 14 February 2007 andthose used for testing between that date and 25 Marh 2007.3.3 ProessThe following steps are performed:1. Copy available emails into new folders in Thunderbird. The new foldersare alled spamTrain, spamTest, nonSpamTrain and nonSpamTest.2. Count how many Non-Spam emails were from unknown addresses and howmany Spam emails were from known ones.3. Convert the MBOX �les spamTrain, spamTest, nonSpamTrain and non-SpamTest diretories ontaining separate EML (text) �les for eah mes-sage using the IMAPSize (option: tools>mbox2eml) tool [IMAPSize℄.4. Remove mozilla-thunderbird headers from all EML �les. Using BASHsript.5. For eah lassi�er (Naive Bayes, Markov and Hyperspae):(a) Train CRM114 lassi�er using spamTrainC and nonSpamTrainC di-retories. Using BASH sript.(b) Classify the ontents of the spamTestC and nonSpamTestC direto-ries with the newly trained lassi�er. Using BASH sript.() Chek if eah email in the test sets has been lassi�ed orretly ornot.(d) Use the numbers of emails to alulate probabilities for the BayesInferene Network in Genie 2.0 [GeNIe℄.4



Paul Ahern 87227070 CHAPTER 3. DETAILS(e) Update the evidene in the Classi�er and Whitelist nodes and notethe hanges in probabilities of the rest of the network.The BASH sripts and CRM114 programs used are available for download fromwww.ahernp.om/dos/CS5205.zip.Use them by unzipping to a diretory. Create sub-diretories alled spam-Train, spamTest, nonSpamTrain and nonSpamTest and opy in the test data.Then run reset.sh.This will reate new diretories alled spamTrainC, spamTestC, nonSpam-TrainC and nonSpamTestC whih will ontain a version of the email data withthe Thunderbird headers removed.Then it will train the �lters using the ontents of the �rst two diretories andtry to lassify the ontents of the seond two. The results of the lassi�ationswill be in .log �le.Finally a summary of the Naive and Markovian lassi�ation statistis aswell as the numbers of orret and inorret lassi�ations performed by eah�lter are written to a �le alled stats.log.3.4 ResultsObtained from both from the training and testing of the CRM114 �lters andfrom performing inferene on the Bayesian Inferene Network.3.4.1 Classi�er Training and TestingFeatures identi�ed in the Training data by the Bayesian lassi�ers:Classi�er Naive MarkovianNon-Spam features 47,137 754,192Spam 27,306 436,906Similarities 2,720 30,938Di�erenes 36,370 580,774Similarity Ratio 1:13.4 1:18.8The Markovian approah identi�es far more features than that of NaiveBayes. More signi�ant for the auray of the lassi�er is that it also �ndsproportionally more di�erenes than similarities between the training sets.Corret (√) and inorret (×) lassi�ations, out of 1,107 Spam and 129Non-Spam emails respetively:Classi�er Naive Markovian HyperspaeNon-Spam√ 123 124 122Non-Spam× 6 5 7Spam√ 1073 1086 1088Spam× 34 21 19Note that the auray of the Markovian lassi�er exeeds that of NaiveBayes at identifying both Non-Spam and Spam; While the Hyperspae (k -Nearest Neighbours) lassi�er is the most aurate at identifying Spam it alsohas the worst false positive rate of the three.
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Paul Ahern 87227070 CHAPTER 3. DETAILS

Figure 3.1: Bayesian Inferene Network3.4.2 Bayesian Inferene NetworkProbabilities assigned in Bayesian Inferene Network depending on evidene (√yes or × no): Evidene ResultClassi�er Spam Whitelisted Non-Spam Spam0.139 0.861Naive √ 0.008 0.992Naive √ √ 0.405 0.595Naive √
× <0.001 0.999Naive × 0.834 0.166Naive ×
√ 0.998 0.002Naive × × 0.389 0.611Markovian √ 0.006 0.994Markovian √ √ 0.359 0.641Markovian √
× <0.001 0.999Markovian × 0.891 0.109Markovian ×
√ 0.999 0.001Markovian × × 0.510 0.490Hyperspae √ 0.009 0.991Hyperspae √ √ 0.439 0.561Hyperspae √
× 0.001 0.999Hyperspae × 0.101 0.899Hyperspae ×
√ 0.999 0.001Hyperspae × × 0.531 0.469
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Chapter 4ConlusionThe Naive Bayes approah is surprisingly aurate at lassifying urrent emailsinto Spam and Non-Spam.Probabilities of orret (√) and inorret (×) lassi�ations:Classi�er Naive Markovian HyperspaeNon-Spam√ 95.3% 96.1% 94.6%Non-Spam× 4.7% 3.9% 5.4%Spam√ 96.9% 98.1% 98.3%Spam× 3.1% 1.9% 1.7%As expeted the more sophistiated Markovian approah yielded even betterresults. The Hyperspae (k -Nearest Neighbours) approah is a little less su-essful at identifying Non-Spam, but was the best method in terms of auratelyidentifying Spam emails.The amount of data used in the projet and the small spread in the re-sults obtained from the di�erent lassi�ers means that these results annot beonsidered statistially signi�ant.The model suggests that the addition of a Whitelist rule to the �lteringproess raises the suess rate of all the �lters to at identifying Spam and Non-Spam to the 99.9% level, so long as the Whitelist agrees with the deision ofthe �lter.When a �lter lassi�es input from a Whitelisted address as Spam the er-tainty drops dramatially. Implementations of this type of �lter should let theuser deide if suh an email was Spam or not.An additional disovery in the ourse of this projet was that even a NaiveBayes lassi�er trained on reent emails was more aurate than the adaptive�lter built into Thunderbird lient software whih had been running ontinu-ously for a year. Resetting this �lter immediately improved its performane.Regular retraining of �lters on reent emails would seem to be indiated. Oneagain this lesson, as a one-o� ase, annot be onsidered statistially signi�ant.
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Chapter 5Appendies5.1 ProeduresThe projet's goal is to model the behaviour of adaptive spam �lters using aBayesian Inferene Network and to determine to what extent their performanean be improved by the appliation of a Whitelist of trusted email addresses.Email from a known address is onsidered unlikely to be spam.The sripts and programs provided for download at www.ahernp.om/dos/CS5205.zip are used to train three adaptive spam �lters on one set of email dataand then test their e�etiveness by using them to lassify another.5.1.1 StepsUse the sripts and programs to train and test lassi�ers:1. Divide the email data (.EML format) into spam and nonSpam instanes.2. Divide these instanes into training and testing sets.3. From these sets of emails, populate four folders: spamTrain, spamTest,nonSpamTrain and nonSpamTest.4. Run reset.sh BASH sript to build the training and testing environmentsand to perform the training and testing of the three �lters. Press CTRL-Dto start eah training proess.5. The results of the training and testing are written to stats.log6. Use the probabilities of suessful lassi�ation in the Bayesian InfereneNet (in Genie 2.0).5.1.2 CS5205.zip ontentsCRM114 programs:
• naiveTrain.rm - Learn input data and build statistis �les using naïveBayesian lassi�ation
• naiveClassify.rm - Classify input data using naïve Bayesian statistis �les8



Paul Ahern 87227070 CHAPTER 5. APPENDICES
• markovTrain.rm - Learn input data and build statistis �les using Marko-vian lassi�ation
• markovClassify.rm - Classify input data using Markovian statistis �les
• hyperspaeTrain.rm - Learn input data and build statistis �les usingk-Nearest Neighbours lassi�ation
• hyperspaeClassify.rm - Classify input data using KNN statistis �lesGenie 2.0 model:
• CS5205.xdsl - Bayesian Inferene NetworkBASH Sripts:
• lassify.sh - Classify every �le in a diretory
• leanEML.sh - Use grep to remove thunderbird headers
• getStats.sh - Collet numbers of emails and lassi�ations
• reset.sh - Run entire training/lassi�ation proess
• retest.sh - Rerun testing part of the proess
• retrain.sh - Rerun training part of the proess
• train.sh - Train �lter on every �le in a diretory
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